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Abstract

Let (Ao, A;) be a Banach couple and Y = (Yo,Y1) a couple of closed subspa-
ces. Given an interpolation functor F', what is the relation between F'(A, A1)
and F(Yp,Y7)? This question is investigated for the real interpolation method, in
many general cases, for instance when Yy = Ay and Y; has finite codimension or
more generally is the kernel of bounded operators on A;. Applications are given to
L,—spaces and Sobolev spaces.
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Introduction

Consider a couple A = (Ag, A1) and let Y = (Y,,Y;) be a pair of closed subspaces,
(i.e. Y;, 5 = 0,11is a closed subspace of A;). As norm on Y; we use the norm
inherited from A;. Then Y is a new Banach couple. The theme of this paper
is to investigate the relation between the interpolation spaces relative to Y and
the interpolation spaces relative to A. Assuming that F' denotes any interpolation
functor, we have

— -, —

F(Y) = F(A) n(Y) 1)

In order to say more we clearly need additional information on F' and the couple Y.
In this paper we shall assume that F is defined by the real K—method. (See section
1.1).

The first natural question is the following one. When do we have equality in (1),
i.e. when is

F(Y) = F(A) Nx(Y) (2)
(We use the symbol 22 to indicate that the spaces involved have equivalent norms!)
There are many interesting situations when this holds but in general it is false. We
give a brief discussion in the section 1.2. See Jansson [7].

What plausible conjectures can be made if (2) fails? In order to answer this
question we shall first discuss different ways of describing a subspace. Thus let A be
any Banach space. We can identify three natural methods of describing a subspace
Y of A, using one or several operators. The first method is to define Y as the kernel
of a bounded operator (or as the intersection of the kernels of several operators).
Secondly we can define Y as the image of an operator (or intersection of several
images). Finally, if A is the domain of an unbounded operator S, then we can define
the subspace Y as the domain of a restriction 7" of S.

There are of course other methods of defining subspaces. For instance new
subspaces can be constructed from a set of given subspaces, using intersections,
direct sums and other abstract constructions. Such constructions will, however, not
be systematically studied in this paper.

Let us now return to interpolation of subspaces. First let us assume that the
subspaces are defined as kernels of given continuous linear operators 7Tj, so that
Y; = Aj Nker(T;). Then it is natural to hope for a formula like

F(AO N ker (To), A1 N ker (Tl)) = F(A(), Al) N ker (TF)

where Tr is some continuous operator on F'(Ag, A7). To simplify the situation we
shall assume that 7, = 0. Then the formula above becomes

F(Ap, Ay Nker(TY)) = F(Ag, A)) Nker(TF) (3)
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We shall see that (3) is not always true. In fact we shall see that in general the
interpolation space on the left hand side need not even be a closed subspace of
F(Ap, Ay). However there are many important situations when (3) holds. We shall
also characterize the interpolation space on the left hand side of (3) even in cases
when it is not true.

Next consider subspaces defined as images of operator 7} : B; — A;. Then a
natural formula to hope for is

F(im(Ty), im(T})) = im(Tr)

Again Tr must be constructed in some way from 7Ty and 7; and there must be
some connection between these two operators. We shall only consider the case when

To = Ty = T. Then it is resonable to put T = T|F(A). The formula above then
reduces to the hypothetical formula

F(T(Bo), T(By)) = T(F(Bo, B1)) (4)

Finally, consider the case when the subspaces are defined as domains of unboun-
ded operators. For simplicity assume that Y5 = Ay and that A; = dom(S) is the
domain in Ay of an unbounded closed and densely defined operator S. Assume that
T is a closed, densely defined restriction of S, i.e. 7" C S. Then a natural formula

to investigate is
F(Ap,dom(T)) = dom(Tr) (5)

Here T would be a closed operator such that 7" C Tr C S.

The plan of the paper is the following. Chapter 1 contains standard background
material on real interpolation. In chapter 1 we have also included an important
extension theorem for general operators and some other new features.

The main part of the paper is devoted to interpolation of subspaces defined as
kernels. In chapter 2 we study the subspaces of finite codimension. This section
generalizes previous special cases considered by the author (see [10], [11], [12]).
Applications are given to L,—spaces and Sobolev spaces. In chapter 3 we study
subspaces defined as kernels of more general operators.

Chapter 4 contains results on the interpolation of domains and ranges. We start
with a general result on domains of operators in Hilbert spaces (section 4.1). In
section 4.2 and 4.3 we give applications of our results to interpolation of boundary
value problems. The proofs concerning boundary value problems are simplified
compared to Lofstom [9]. Finally, formula (4) is investigated in section 4.4.

The present paper contains and extends some results which are published earlier.
Many results, however, are new. As a whole this paper presents what is hopefully a
coherent theory.

This paper was supported by the Swedish National Board for Natural Sciences.



1 Real interpolation spaces

In this chapter we present basic facts on interpolation theory. For proofs and further
details we refer the reader to the book by Brudnui and Krugljak [3]. See also Bergh-
Lofstrom [1] and Triebel [16]. We have also included here an important extension
theorem for general operators and some related material.

1.1 Basic definitions

Two Banach spaces Ag and A; form a Banach couple (or couple for short) if there
exists a Hausdorff topological vector space A such that Ay and A; are continuously
embedded in A. We then write A for the ordered pair (Ay, A).

Given a Banach couple A we can form two Banach spaces, the intersection
A(A) = Ay N A, and the sum £(A) = Ag + A, with norms

lallaca) = max ([la]l 4, [lall4,)

lallgca) = inf {llaollao + llarlla, = @ = ao + a1}

A Banach space A is an intermediate space for the couple Aif

-, -,

A(A) = A= 3(A)

Here — denotes a continuous linear embedding.

A bounded linear operator from the Banach couple A into the Banach couple B
is a bounded linear operator T : £(A) — £(B) such that the restriction T|A; of T
to A; is a continuous mapping from A; into B; for j =0, 1.

Let A and B are intermediate spaces for the couples A and B respectlvely Then
A and B are called interpolation spaces relative the couples A and B, if T maps A
into B, continuously, for every bounded linear operator 7' from A into B.

The aim of interpolation theory is to construct and study interpolation spaces.
There are several constructive methods. Any functor F' from the category of all
Banach couples to the category of Banach couples is called an interpolation functor if
for any couples A and B the spaces F(A) and F(B) are interpolation spaces relative
to the couples A and B. In this paper we are studying so called K —functors. They
are based on a scale of norms on 2(A), namely

K(t,a) = K(t,a;A') = inf {||ao|| a4, + t||a1]|4, : @ = ao + a1}

To define intermediate spaces and interpolation spaces one imposes conditions on
the behaviour of this scale of norms. The conditions are described by means of
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certain Banach function lattices ® on the measure space (R, ,dt/t) i.e. a Banach
space of measurable functions with the additional property that

fI1<lgl, ge® = fe@, |flle <lglle

Any such Banach function lattice will be called a parameter for the K —method if
min (1,t) € ® (1)

The most widely used example of a parameter is denoted by ®y ,. It is defined by

the norm - y
o= ([ (- 1r01) )"

To quarante that (1) holds we must choose 0 < <land1<p<ooor0<6f<1
and p = oc.

-,

Definition 1.1 Given a couple A and a parameter ® we let Kg(A) be the space of
all a € S(A) such that

lall g2y = (- 05 A)lo

is finite. If ® = &y, we write Ky ,(A) for the space Kq(A)

Theorem 1.1 Let A and B be two Banach couples and ® a parameter for the
K—method. Then A = Kg(A) and B = K4(B) are interpolation spaces for the
couples A and B. If T maps A; into B; with norm M; (j =0,1), then T maps A
into B with norm

M S max (M(), Ml)

If ® = &y, we have the sharper estimate

M < M~'Mm?

The proof is based on the following lemma, which we shall use on several occassions
later on.

-

Lemma 1.1 The function t — K(t,a; A) is non-negative, increasing and concave,
i.e.

- -,

K(t,a; A) <max(1,t/s)K(s,a; A)

or equivalentely

-,

min (1, s/t)K (t,a; A) < K(s,a; A)



Consider now the couple Ly, = (Loo, LL.), where L, is the space of essentially
bounded functions on the measure space (R, dt/t) and L., is the space of all f such
that t 71 f(¢t) € Ly. For any parameter ®, the space

& = Ko(Lo) (2)

is a Banach function lattice and also a parameter. This is easily seen. In fact,
assume that |f| < |g| where g € ®. Put Té = hé where h = f/g (interpreted as
zero where g vanishes). Then T maps L, into Ly, and L. into L!_, both with norm
1. Thus 7" maps ® into & with norm at most 1 (by theorem 1.1). This implies that
f=Tgedand |[flls < llgls-

It is an important fact that one needs only to consider parameters of the form
o (i.e. exact interpolation spaces for the couple Eoo) In fact, for any parameter ®
we have the following result. (See [3], corollary 3.3.6.)

Theorem 1.2 Let A be an arbitrary couple and ® a parameter for the K—method.
Define @ by formula (2). Then

- -,

Ko(A) = K4(A)

1.2 K -—subcouples
We shall start by considering the relation

FY) =2 FA)NZ(Y)

where Y is a subcouple of A', (i.e. Yj is a closed subspace of A; and the norm of Y;
is inherited from A;).

Definition 1.2 The subcouple Y is called a K —subcouple ofA' if
K(t,y;Y) < CK(t,y; A) for all ye S(Y)

See Jansson [7] , Cf Peetre [13]. Clearly this relation implies that

-,

Ko(Y) 2 Kg(A) N(Y) (1)

for all parameters ®.

Let us give a two simple examples. Further examples can be found in Jansson [7].
We say that Yisa complemented subcouple of A if there is a bounded projection
P: A — Y which maps A; onto Y;. Clearly Y is a K —subcouple.

As a second example we mention the Hardy space H? on the unit disc, considered
as a closed subspace of L? on the circle. Then (H?, HY) is a K —subcouple of (L?, L9).
See Pisier [15].



We shall now indicate a possible generalisation of the concept of K—subcouple.
Let us consider estimates of the form

K(t,y;Y) <C Y mK(t28,y; A) (2)

k=—00

where (,) is a given non-negative sequaence. From this estimate we easily get

K(t,y;Y) < Cmax(1,2™) Z Vesm K (128, y; A)

k=—00
We may therefore assume that 79 > 0 in (2).

Definition 1.3 Let v = () be a non-negative sequence with vy > 0 and let M be
a subspace of ©(A). A subcouple Y of A will be called a (v, M)—subcouple of A if
the right hand side of (2) is finite and the estimate (2) holds, for allt > 0 and for
ally e M.

Clearly Y is a K—subcouple if and only if it is a (-, M)—subcouple with v = 8 (the
Dirac sequence) and M = X(Y).

Definition 1.4 The multiplicative order of a parameter ® is the function s — we(s)
defined by

we(s) =sup {[[f(-s)lle: [flle <1 fe @}

Note that the multiplicative order of @y, is wy,(s) = s’. Note also that if f is
non-negative, increasing and concave then

f(s) < Cws(s)] flle

The following theorem is an immediate consequence of these definitions. The
simple idea behind this result will however be used on many occassions in the sequel.

Theorem 1.3 Let Y be a (v, M)—subcouple of A. Then
Ko(Y) 2 Ko(A) N M
for all parameters ® such that .
Ke(Y)C M
and

Z Yk we (2F) < 0o

k=—00

Here wg 1is the multiplicative order of ®.



1.3 Reiteration, density and duality

Let &3 and ®; be two parameters for the K —method. Then we can construct a new
Banach couple from the couple A, namely

-,

(K‘1>0 (A’)1 K<I>1 (A))

What will happen if we apply the Kg— method on this couple. The answer is given
in the following theorem, often called the reiteration theorem. For a proof of this
result see [3] , theorem 3.3.11.

Theorem 1.4 Put ®; = Ky, (Ly) and ¥ = Kg (&, 1). Then

-, -, -,

Ks(Kg,(A), Ks,(A)) = Ky (A)

In particular
KayP(KGO,PO (A)’ KHI,PI (A)) = KThP(A)

where 0 < 0; < 1, Oy # 6, and 0 = (1 —n)fy + nb; where 0 < n < 1, (po, p1 and p
arbitrary).

We next consider a result on density. An intermediate space A for the couple A is
said to be regular if A(A) is dense in A. The couple A is regular if A(A) is dense in
Ap and in A;. The following result gives a characterization of which parameters we
get a regular interpolation space.

Theorem 1.5 Assume that ® = Ky(Ls). Then Ko(A) is reqular for all couples
A if and only if A(Ly) is dense in ® (i.e. ® is reqular) and & is non-degenerate
ie. ®\ (Lo ULL) # 0. (For the Ky,—method this means that 0 < 0 < 1 and
1<p<o0.)

Finally we turn to questions on duality, which have to be treated with some
care since we are dealing with couples of spaces, not just one space. Given a single
Banach space A we let A* denote its dual. However, if A is an intermediate space
for the C(luple ff, we can also consider the space A’ of all bounded linear functiongls

v on A(A) which are bounded in the norm on A. Thus A’ consists of all 7y € A(A)*
for which the norm

7]l = sup {|v(a)| : [Jalla <1}
is finite. Note that the space A’ depends not only on A, but also on the couple A.
If A is regular each v € A’ can be extended by continuity to a functional ¥ € A*.

If A is not regular we can still extend v by the Hahn-Banach theorem, but not in a
unique way. We let A’ denote the couple (Ajf, A)).
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Theorem 1.6 We have the following relations (with equal norms)

More precisely we have

Here

-

J(s,0; A) = max ([lal|,, s|a|a,)
J(s,7; A7) = max (||]]ay, sl17]1.4¢)

This result is proved in [3|, proposition 2.4.6. Several important duality results can
be derived. We mention only the following special result, (see [3], corollary 3.7.5).

Theorem 1.7 Put ﬁ =1- % and assume that 0 < 0 < 1. Then

\/

Ko,p(A) = Koy ()

1.4 Good approximation and quasi-linearization

In order to describe the space Kq)(ff) in a concrete situation, one has to know the
K —functional. However it is not necessary to compute K (t,a) exactely. To begin
with we can replace K (t,a) by the equivalent functional

Kp(t, a5 A) = inf {([lao|l%, + #llaslls,)"/ : a = ao + a1}
Similarly we replace J(t, a) by
To(t, a3 &) = (llally, + 9lall,
(with 1/¢ =1 —1/p). We also introduce the following defintion.
Definition 1.5 We call a,(t) a good K (A)—approzimation of a € S(A) if
K(t,a; A) 2 ||ag ()] ag + tllas (t)]]a,

where ay(t) = a — ay(t) and 0 < t < oo and if ay(t) and ay1(t) depend continuously
of t in Ay and Ay, respectively.
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The definition of good K(A)—approximation is unsymmetric. It puts the focus
on the space A;, whoose elements are viewed as approximations of the elements in

-,

Y (A). Sometimes we shall need to switch the orders between Ay and A; and then
the following observation is useful.

Lemma 1.2 Let a;(t) be a good K (Ay, A1)—approzimation of a. Then ag(1/t) is a
good K (A, Ag)—approzimation of a.

Proof The result follows at once from the formula
K(t, a; A(), Al) = tK(l/t, a; Al, A())

O
We finally turn to the concept of quasi-linearization. A strongly continuous family

-, -,

A(t) , (0 <t < 00) of bounded linear operators from X(A) into A(A), is called a
quasi-linearization of the couple A, if A(t)a is a good K(A)—approximation for
every a € $(A).

Lemma 1.3 The family A(t) is a quasi-linearization of A if and only if

i lalla, if 0 Ao
max (||a — A(t)al| a0, t|[A(t)a||4,) < C{ tlal|la, if a€ Ay M

Proof Clearly K(t,a) < ||a||a, if @ € Ay and K(t,a) < t||lal|4, if a € A;. This
implies that (1) holds. Conversely, assume (1) and let a = ao + a; be an arbitrary
decomposition of a. Then

K(t,a) < lla = At)alla, + tA(H)alla, <

< [lag = A(®)aollao + llar = A(t)ar]| ao + tl|A(B)aolla, +t|A()arla, <
< C(llaollag + tllar]4,)

This implies that A(t) is a quasi-linearization.

11



1.5 An extension theorem

We shall here consider the problem of extending a given operator. We start with
the following general definition.

-,

Definition 1.6 Let T be a bounded linear operator from A(A) into a Banach space
B. We then put

q(r,T) = q(, T; A) = sup{||Tu||p : J(1/7,u; A) <1, u e A(A)}
Note that if T'=T', a bounded linear functional on A;, the theorem 1.6 implies
q(r, T fY) = K(r,T; /—1")
In general we have the following result.

Lemma 1.4 The function 7 +— q(7,T) is positive, increasing and concave, i.e.
q(0,T) <max(1,0/7)q(1,T).

Proof This follows at once from the inequality

J(1/o,u) <max(1,7/0)J(1/7,u)

The following extension theorem will be used throughout the paper.

Theorem 1.8 Assume that T is a bounded linear operator from A; into a Banach

-

space B and put T =Ti|A(A). Assume that
> a2, T3 A) K27, a5 A) < Cllall e,z (1)
k=0

for every a € Ko(A).

=

Ke(A)U A;.

Then there exists a bounded extension T of T to the space

Proof Consider the auxiliary Banach space X, defined by the norm

lallx = inf {Jlalla, + 3 a@5T)I@ ™ 0) ra=a + vy in S(A)}
k=1 k=1

-

Then (1) implies that Kg(A) is continuously embedded in X. In fact, let a,(t) be a

-, -,

good K (A)—approximation of a € K¢(A). Let us write

up = a0(2—k+1) o a0(2—k) — a1(2—k) . a1(2—k+1)

12



Then we have a = a; + ) ;- Ug, where a; = a;(1). Since ||a1||s, < K(1,a) and
J(27%,up) < CK(27%,a) we conclude that the X —norm of a is bounded by a con-

-

stant times the left hand side of (1). Hence Kg(A) — X. Note also that the series
> v in the definition of the space X, converges in Ay, since

lvkllag < J(27%,vp) < Cq(28, T)J(27F, ) if k> 1.

Thus X < %(A).
Next we observe that A(A) is dense in X N Ay. In fact if @ € Ay we have
a; € A(A) and

K
la—ar =Y ugllx <)@, T) I u) <CY g2, T)K(27,a) -0
k=1 k>K

k>K

—

as K — o0o. Moreover T is bounded on A(A) in the X —norm, because if a =
a1+ D psq Uk We have

ITalls < | Taslls + Y- [Toella < O(llarlla, + - a2 1) (275, 00)).

k>1 k>1

Hence T' can be extendgd by continuity to X N Ag. If this extension is deno’ged by
S we define T on Kg(A) U Ay by writing Ta = Sag + Tha; where a € Kg(A) and
a = ap+ay as usual. (Note that ag belongs to Kg(A).) This definition is unambigous

-,

and clearly defines a bounded operator on Kg(A) since
[Tha1||p < Cllaifla, < CK(1,a) < Cllal|x-
This completes the proof.

Corollary 1.1 With the assumptions and notations of theorem 1.8, let ai(t) be a

-, -,

good K (A)—approzimation of a € Kg(A). Then (with convergence in B)

o

T(a—ai(t) =) T(ux(t))

k=1

where
ug(t) = ag(t27) — ag(27%) = a1 (127%) — a (2275
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1.6 The order of an operator

Definition 1.7 Let q be a positive, increasing and concave function on the positive
real line. Then the (multiplicative) order of q is the function

X q(7s)
§) = su
Q( ) TZII) Q(T)
We also put
log ¢ log ¢
6, (g) = limsup 08 d(s) , 0_(¢) =liminf 08 d(s)
s—soo  logs s—=0  logs

The numbers 0, (q) and 0_(q) will be called the upper and lower break-points for the
function q.

If T is a given bounded linear operator on A(A) and q(t) = q(t, T; A) we call
G the (multiplicative) order of T and the numbers 0, (q) and 0_(q) are called the
upper and lower break-points of T.

Lemma 1.5 Assume that q is positive, increasing and concave. Then function q is
positive, increasing and concave. Moreover

min(1,s) < §¢(s) < max(1,s)

0<0_(q) <0:(q) <1

We also have the following alternative characterisation of the lower and upper break-
points

0_(q) = sup{# € [0, 1] : sup /01 s"’q(m) ds < o0}

>1 Q(T) 8

0. (q) =inf{f € [0,1] : sup /100 80%% < o0}

Proof A function ¢ is positive, increasing and concave if and only if

a(s) < max (1, 5/0)q(0) 1)
Therefore we have the estimate

q(to)
q(1)

q(7s)
q(7)

<max(1,7s/70)
which implies that (1) holds for . We also get the first inequality of the lemma
since (1) implies

min(1, s)g(7) < g(7s) < max(1,s)q(7)
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Next we prove 6 (q) < 6,(q). Note that for s > 1

1 e dm) e a()
i1/s) 2 atr)s) = B ais)

Therefore

0_(q) = liminf 281/ A0/8) pyp 5 10896)
5—»00 log (s) s—oo  logs

To prove the characterisation of f_, assume first that

1
d
A= sup/ S_QQ(TS)—S < 00
0

™>1 q(t) s

Choose 7 > 1 so that 2¢(72~

4q(T27™) > G(27")q(s) if 271 < s

G(27™)q(7) . Then it is easy to verify that
< 27" . From this estimate we get

T27"
d
4A > 7_—9/ 1 8—6?‘9 qA(Q—n) — 092710(}(2—71) . n >0
r2-n-—

It follows that G(27") < C27™ for n > 0. As a consequence we have G(s) < Cs? if
0 < s <1 which implies 6_ > 6.
Conversely, if § < §_ we have §(s) < Cs” where s <1 and 6 < 6 < 6_. Then

1
AgC’/ 59_9'§<oo
0 S

The remaining part of the lemma is proved in a similar way.
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2 Interpolation of subspaces of finite codimension

In this chapter we shall study interpolation of subspaces defined by finitely many
constraints of the form I'j(a) = 0, where I'; is a bounded linear functional on the
space A;. The first section, however, is dealing with the general situation where the
subspace is defined as kernel of a general operator.

2.1 General discussion

Let A = (Ao, A1) be a Banach couple. Throughout this section we shall assume that
T} a bounded linear operator from A; onto a Banach space B. We shall also assume
that

T =T, |A(4)

maps A(A) onto B. As usual @ is a parameter for the K —method.
Consider the hypothetical formula

Ko(Ao, A Nker (T})) = Ko(A) Nker(Ty). (1)

Here Ty would be a bounded linear operator from K¢ (A) into B. Assuming that (1)
holds, what can be said about the operator T ? To answer this question we note
that every a € ker(T') belongs to the space on the left hand side of (1). Therefore
(1) implies that every such a belongs to ker(Ts), i.e. ker(T) C ker(Tp|A(A)). It
follows that .

Ts|A(A) = QT (2)
for some linear operator Q¢ on B. (We simply define Q¢ by setting Qab = Toa if
b= Ta.) Clearly QT must be bounded in K¢(A)—norm i.e.

1QeTalls < Cllall g,z » @€ A(A) (3)

In order to see what is needed to guarantee (3), assume that Q¢ is bounded and
take o € A(A). Then

IQsTalls = sup [B(QeTa)| = sup |Q3A(Ta)l )
I8l = =1 18l 5= =1

Therefore we introduce the following definition.

Definition 2.1 Let T be a bounded linear operator of A(A) onto B and let ® be a
given parameter. Then B(®) = By (®) denotes the subspace of all B € B*, such that

181l52() = sup{|B8(Ta)| : a € A(A) , llallyez =1} (5)

s finite.
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By (4) we have

sup{[|QeTalls - a € A(A) , lallc,z) =1} = S 1Qs6l57(2)
B*=

Therefore we get the following result.

Proposition 2.1 Assume that there is a bounded linear operator Te on Kq,(ff),
such that (1) holds and that Tea = QeTa for all a € A(A) where Qo is a bounded
linear operator on B. Then Q% maps B* into Br(®) and Q% is bounded in the
By (®)—norm, i.e.

sup ||QelBr(e) < 00 (6)
116l p»=1
In particular, if Te = 0 i.e.
Ko(Ag, Ay Nker(T1)) = Kg(A) (7)

-, -,

then T is unbounded on A(A) in the Ko(A)—norm.

Proof The first part follows at once. To prove the second part we note that (7)
implies that B(®) = {0}. For every non-zero § € B* there must therefore exist

a sequence a, € A(A) such that ||a,||x, = 1 but |G(Ta,)| — oco. It follows that
|ITayn|| 5 is unbounded. Thus 7" is unbounded. O

Here is a partial converse.

Proposition 2.2 Assume that Qs ts a bounded linear operator on B, such that Q%
maps B* into By (®) and Q% is bounded in the Br(®)—norm. Then QsT is bounded
on A(A) in the Ko(A)—norm. i.e. (8) holds. Moreover if ® is a reqular parameter,
then

Ko (Ao, Ay Nker(T1)) C Ko(A) Nker(Ty)

where Tg is the extension by continuity of Qa1 to Kg (fi')

Proof We need only to prove the last statement. Take a € Kg(Ag, A1 Nker(77)).

If @ is regular, then there exist a sequence a, such that a, € A(A) N ker(7}) and
a, = a in Kg(A). Then Tga, = 0 for all n, implying that a € ker(Ts).

Proposition 2.3 Assume that B is finite dimensional and that

—, -

K‘I>2 (A) — K‘IH (A)

then
BT((I)Q) 2 BT((Dl) and ker(Q¢2) g ker(Qq,l)
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Proof Assume that
lall k,, 2y < Cllallk,, (1)

Then

T T
1Blsan = swp 2L <oy BT _ oygy o

a€A(A) ||a||K¢,2(/T) aeA(A) ||a||K¢1(A’)

which implies that B(®;) C B(®,). The second inclusion follows from the formula

ker(Qs) = “im(Q5) = “B(®)

2.2 Subspaces of codimension one

In this section we shall consider the case Tia = I'(a) where I" is a bounded linear
functional on A; which does not vanish identically on A(A') Then the space B is
the space of all complex numbers. Therefore there are only two possibilities for the
space B(®). Either B(®) = C or B(®) = {0}. The mapping Q¢ is either the identity
or the zero-mapping.

-

Proposition 2.4 Suppose that Kg(Ag, A1 Nker(T1)) is a closed subspace of Kg(A)
and that ® is a reqular parameter. Then there exists a bounded linear functional '

-

on Kg(A) , such that

Ko(Ao, Ay Nker(T)) = Kg(A) Nker(T'y) (1)

-, -,

More precisely, if ' is bounded on A(A) in the Kg(A)—norm then

-y _

Kg(Ag, Ay Nker(l')) = Kg(A) Nker(T)

- —,

where T is the extension of T' to Kg(A) by continuity. If T is not bounded on A(A)

-

in the Kg(A)—norm then

—,

K@(A(), A1 N ker(F)) = K@(A)
Proof If I' is bounded on A(/_l‘) in the Kq)(/i‘)—norm we let Ty = I's be the
extension of I" by continuity. Otherwise we put Tg = I's = 0. Assume that

-,

a € Ko(A) Nker(To)

We shall prove that a € Kg(Ag, A1 Nker(771)). In view of proposition 2.2 this will
prove the result.
Since ® is regular we can choose a sequence a, € A(A) such that a, — a in

-, -,

Kg(A). If T is bounded in Kg—norm then I'(a,) — 0. Choose w € A(A) so that
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['(w) =1 and put a, = a, — '(a,)w. Then a, € AgNker(77) and @, — a in Kg(A).
By assumption we then conclude that a € Kg(Ag, A1 Nker(7})).

If T is not bounded in Kg—norm, we can find w,, € A(A) such that T'(w,,) = 1
but ||wp|lk, — 0. With @, ., = a, — I'(a,)w,, we then have a, ., € Ay N ker(T7).
Since @nm — o (in Ko(A)) as m — oo we conclude that a, and hence a is in
Kg(Ag, Ay Nker(T7)).

Theorem 2.1 Let ay(t) be a good K(A)—approzimation of a. Then

a € K@(A(), A1 N ker(F))

-

if and only if a € Kg(A) and

H I'(a: (t))q
K(1/t,T; A"

3}

—,

Proof Choose w(t) € A(A) so that I'(w(¢)) = 1 and

J(t,w(t)) < 2inf{J(t,w; A) : ['(w) = 1}
Using a regularisation, we can assume that w(t) depends continuously on ¢ in A(A).
Note that the infimum on the right hand side is equal to the inverted value of

K (1/t,T; A') = sup{|T'(u)| : J(¢,u; A) < 1}

—,

Let a € Kg(A) be given. Put @y = ag+1'(a;)w, @ = a;—I'(a;)w. Then a; € ker(I)
and an immediate computation shows that

K(t,a; Ay, A1 Nker(I")) < c(K(t, a: A) + %)

Thus (2) implies that a € Kg(Ag, A1 Nker(T)).
To prove the converse implication, we shall show that

(a1 (t))] :
KT < CK(t,a; Ao, Ay Nker(T))

Assume that a = ao(t)+a;(t) where I'(@;(¢)) = 0 and @, is a good approximation of a
relative the couple (A, A;Nker(I')). Then we put u(t) = @o(t) —ao(t) = a1(t)—ai(2).
Then I'(u(t)) = ['(a1(t)) and

C(a: (D))

R < Gud) < C(llao(®)lla + Hlas (B4, + K (£, a; Ao, Ar N kex(I)))

—,

This implies the result since K (¢, a; A) < K(t,a; Ay, A; Nker(T)).
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Corollary 2.1 Assume that A(t) is a quasi-linearization of A. Let w(t) be a strongly

-,

continuous family of elements in A(A) such that T'(w(t)) =1 and

-,

J(t,w(t); A) < C/K(1/t,T; &)

Then
Ar(t) = A(t)a — w(t) - T'(A(t)a)

defines a quasi-linearization of (Ao, Ay Nker(T')). As a consequence Kg(Ag, A1 N
ker(T')) consists of all a € Ko(A) such that

H I'(A(t)a)
K(1/t,T; AN lle
Proof Note that if a € Ay then

IC(A(t)a)| < CK(1/t,T)J (¢, A(t)a) < CK(1/t,T)||al| 4,
Morover if a € A; and I'(a) = 0 then
IP(A()a)| = T(a = A(t)a)| < CK(1/1,T) t]|al| a,
In view of theorem 2.1 this gives the result.

Theorem 2.2 Assume that Tia = T'(a), where T is a bounded linear functional on

Ay which does not vanish identically on A(ﬁf) Let q be the multiplicative order of
[ e
- K(rs,[; A")
(s, I') = q¢(s,T'; A) = sup ———=
a0, =l ) 7213 K(r,T; A"
Then the following conclusions hold:

If
D (25 T we(27%) < 00 (3)

k=0

then there is a bounded extension T of T' to the space Kg (A') such that
Ko(Ag, Ay Nker(I)) & Ko (A) Nker(T)
If on the other hand g
ZQ (277, T) wae(2¥) < o0 (4)
k=0

then T is not bounded in the Ko(A)—norm and

—,

K@(A(),Al N ker(F)) = K@(A)
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Proof First note that ¢(s,T') = K(s,T'; A") and that ¢(s,T') < C§(s,T). Moreo-
ver K(27% a) < wg(27%)]|al| Ko(4)- Lhe existence of an extension will therefore be
delivered by theorem 1.8 in section 1.5.

We start by considering the second part of the theorem. Assuming (4) we shall
prove that Kg(Ag, A1 Nker(T)) D Kg(A). Thus take a € Kg(A) and a good
K (A)—approximation ay(t) of a. Since 27% < K(27*,T) for k > 1, we have

tllay(t2%)] 4, < 2 FK (2%, 0; A) < q(27%, T) K (2%, a; A)

From (4) we see that the right hand side tends to zero in ®—norm as k£ — oco. It
follows that a;(¢2¥) — 0 as k — oo in A;. Consequently we have

a(t) == w(t) with vs(t) = a (£2°F") — ay (£2)

(convergence in A;). This gives the estimate

o0

<Y ()] <YK (1/(82%),T)J(12%, v (t))

k=0 k=0

Since J(t2F, v (t)) < CK(t2*,a) we conclude that if ¢ < 1 then

F t K(1/(2%) > "
| C’Z /l/tF) K(t2",0) <CY (2% [)K(t2*,a)  (5)
k=0

For ¢ > 1 it is enough to make the following estimate

T'(ai1(2))] llai (t) ]| a4
ke < kapr = ¢KG) (6)

This follows from K (1,I") < ¢tK(1/t,T"). Using theorem 2.1 and the assumption (4),
we get the result in this case.

Now consider the first case. Take an arbitrary a € Ko(A) N ker (T'). Using
corollary 1.1 we see that

o0

[ (ap(t)) = ZF(uk( )) where u(t) = ai(t27%) — a, (L2751,
implying that
P(a1(t)) = =T(a = a1(t)) = —T(ao(t)) = = > _ T(ux(t))



For ¢t < 1 we therefore conclude that

M < c; %K(wk, a) <CY 2K T)K({2*,a)  (7)

Now theorem 2.1, (3) and (6) imply that a € Kg(Ag, A; Nker(T)).

To prove the converse inclusion, take a € Kg(Ag, A; Nker(I')) and assume that
a = ag + a; where I'(d;) = 0. Replacing a; by @; and correspondingly uy by @ we
get

Thus a € ker(I"). The theorem now follows.

2.3 Applications to the Ky ,—method

We shall now apply the theory of the preceeding sections to the parameter ®g ,.

Theorem 2.3 Let I' be a bounded linear functional on Ay and let 0, and 6_ be the
upper and lower bfreak—points_)of . Then if 6 > 0., we can extend I" to a bounded
linear functional I' on Ky ,(A) and

- _

Ky.p(Ag, A Nker (D)) = Ky ,(A) N ker(T)

In case 0 < 6_ we have

-

Kp.,(Ag, Ay Nker(T)) = K, _,(A)

If0_ < 0 < 0, then Ky (Ao, Ay Nker(I)) is not a closed subspace of Ky ,(A).
If A(t) is a quasi-linearization of the couple A then Ky (Ao, A1 Nker(I')) consists of
all a € Kg,p(f_f) such that

o ID(A(t)a)| \rdt\1/e
([ (mnem) D) <=

Proof First recall that ® = @, then we(s) = s?. Put ¢(t) = K(t,T; A", 1If
0 <6 <0_=0_(q) we have §(s) < s? for small values of s. Similarly ¢(s) < s?" if
0" > 6, =0,.(q), s large. We can now use theorem 2.2 to get the first part of the
theorem. The last part follows from corollary 2.1.

Before we proceed with the remaining part of the theorem, we note that propo-
sition 2.4 gives us two alternatives if Ky ,(Ag, A; Nker(I")) is a closed subspace of
Ky (Ao, A1) and p < oco. Either the first space coincides with the second one or is
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the intersection of the second one with the kernel of I'. We shall prove that § < 6_
in the first case and # > 6, in the second case.

Let us also review the last part of the proof of theorem 2.1, where we showed
that

Pla@)] .
K(1/.T) =

for any decomposition a = ag(t) + a1 (t).

Consider the case p = 1 and assume that Kj;(Ao, Ay N ker(I)) = Ky (A).
Choose v € A(A) so that J(2%,v) = 1 and 20'(v;) > K(27%,T; A"). Define a by
means of the formula

C(llao(®)llan + tos@)la, + K (¢ a; Ao, A Nker(T))) (1)

a= Z AU Where Z M27% < 00 , A >0

k=—o0 k=—o0

t) = Z /\kvk y ao(t) = Z )\kvk

2k>¢ 2k <t

If we put

we have that

<C’Z)\2’“9 (2)

llao(6)lLay + tllar @)L, |,

-,

Therefore a € Ky(A) and thus (1) implies that

s

<C Z A2~ (3)
k=—00

9,1

On the other hand,

ai1(t)) e
012 Z 2 02)\k )

S BRI

(m K(27m27k T)
2 €3 (2 Ams2 WW)
k>0 m<0

From (3) we then get that

K(2 ™27k T
Sup2k0 ( ) )

<(C fork>0
m<0 K(2—m,P) - -

which implies that (2 %) < C2 % i.e. §(s) < Cs® for s <1. Thus § < 0_.
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-

Next assume that Ky ;(Ag, Ay Nker(T")) = Ky (

1(4)
on A(A) in the Kp;—norm. Thus I'(vy) < K(2°%,T
formula

Nker(T'). Then I is bounded
) < C2°%. Define a by the

a= Z AUk — yw where v = Z AT (vg)

k=—o00 k=—00

Here w € A(A) and T'(w) = 1. From what we have already proved we know
that a € Kp1(Ao, A1). It follows that a € Ky ;(Ap, A1) Nker (I') and hence a €
Ky1(Ao, A1 Nker (T')). Define ay and a; by

t) = Z AeUk — YWX(0,1)(t) , ao(t) = Z AkUk — YWX(1,00) (1)
2k >t 2k <t
Then
llao(®)l.a0 + tllar(®)lla, < Y Axmin(1,#27%) + ymin (1,)J (1, w)
k=—o00
This implies (2) and hence (3) holds in this case, too. Now
D(a1(t) = ~T(ao(t) = = > Ml'(wp) if 0<t<1
2k <t
Therefore

22""92/\ <0HK 1)) ) <0y A2

m<0 n<m k=—00

In the same way as obove we conclude that

K (27m27F)
75;15132 K@) <C fork<0
which implies that G(s) < Cs? for s > 1. Thus # > 6,. This proves the remaining
part of the theorem in the case p = 1.

Suppose now that Ky, ,(Ag, A; Nker(I')) is a closed subspace of Ky ,(A) for some
p>1and #_ < 0 < 0,. Using reiteration, we would then find another #' in the
same interval , such that Ky 1(Ag, A; Nker(I')) is a closed subspace of Ky 1(A). This
would then be a contradiction. This argument completes the proof of the theorem.

24



2.4 Subspaces of finite codimension

In this section we shall generalize the results of section 2.2 to the case of several
functionals I'y, ..., ['y. We shall of course assume that these functionals are linearly
independent. However we shall need more. Let us write

Ky (, Fn;/_l") = sup{|Tx(u)| : J(l/T,u;Z) <1, T'y(u)=0"form#n}

Definition 2.2 Let G be a given set of bounded linear functionals on Ai. Then G
15 said to be strongly independent if there exists a basis I'y,-- -,y for the span of G
such that

Ky(T, Fn;/_l”) ~ K(r, Fn;A")

for all n. The basis I'1,---, 'y is called a strongly independent basis for G.

-

Definition 2.3 A sequence wy(t),---,wy(t) in A(A) is called a supporting sequence
for the set I'y,---,I'n if
Lo (wn(t)) = dmn

J(t, wa(t); A) < C/K(1/t, Ty A1)
for allt > 0 and if wi(t),---, wy(t) depend continuously on t.

Lemma 2.1 The functionals I'y,---,U'x form a strongly independent basis if and
only if there ezists a supporting sequence wy(t),-- -, wy(t).

Proof Choose u,(t) so that
L, (un(t) > 27 Ko(1/t,T,), J(t,ua(t)) <1 and Tp(un(t)) =0, if m#n

and put wy,(t) = wu,(min(1,t))/T, (un(mln(l t)t)). Observing that K(1/t,T,) <
(1/)ITxll4; if t > 1, we see that wi(t),---,wy(t) is a supporting sequence. The
converse is clear since

1= Pn(wn) < KO(l/ta Pn)‘](ta wn) < CKO(l/ta Pn)/K(l/ta Fn)

|

The next result is a direct generalization of theorem 2.2 to the case of several
linear functionals.
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Theorem 2.4 Assume that T'1,---,T'y are strongly independent, bounded linear
functionals on Ay. Put T = (I'y,---,T'y). For a given parameter ® let Ig be the
set of all indices n € {1,---,N} such that T,, is bounded in Kg(A)—norm. Put
Te = (T, -, I'na), wherep o =Ty if n € I and I'y 6 = 0 otherwise. Then Te
can be extendend to a bounded linear operator on K.;(ff) so that

—,

K@(A(), A1 N ker(T)) = K@(A) N ker(Tq>)
provided that
cj?k M < o0 if n€lp (1)

(j?k n) We(2F) < 0o if n ¢ I (2)

Proof In this case the space B is of course the space CV. We start by calculating
the space B(®) = Bp(®). First assume that 3 € B(®) C B* = CV. Then the
mapping a — ((Ta) is bounded in Kg(A)—norm i.e.

B(Ta)| = |Zﬂn n(a)] < C”a“Kq)(A

If n & Is we must have 3, = 0, since otherwise we could choose 3, = d,,,. But
then the estimate above would contradict the definition of Is. Thus we have proved
that if 3 € B(®) then 3, = 0 for all n & Is. The converse also holds. To see that,
assume that 3, =0 for all n &€ I3. Then

B(Ta)| < Y 1BTul(a)l < C Y [Bulllall iy

n€lg n€lg

Thus 3 € B(®). We have proved that
B(®)={3e€B*:0,=0 forall n¢Is} (3)

Let Q% be the projection of C¥ onto B(®), and let Q¢ be the corresponding
operator on B. Then Tgoa = Q¢Ta if a € A;. Therefore condition (1) and theorem
1.8 will guarantee the existence of the extension of 7.

Now let a;(t) be a good K (A)— approximation of a € Kg(A) Nker(Tg). Choose
a supporting sequence wy, - - -, wy for the functionals I'y, - - -, T'y and define a;(¢) by
means of the following formula

@1(t) = ar(t) = Y walt) - Inas(t)) (4)



Then @, € A; Nker(T). If Q3 = I — Qg we can rewrite the definition of @, as
&1 (t) = a1 (t) - Wo(t)Qq>Tal (t) — W1 (t)Q%TCLl (t)
where (with b= (by,---,by) € CV)

Wot)b =" wa(t) - bn, Wilt)b= > wn(t)-by

nelp néle
Then , for t <1,
K (1/(ts), T A ;
Tt Wo(t)QoTu; A) < 37 J(t, wa(t); A)Tou| < C Y (1/(ts) ) Jts, u; A)
— K(1/t,T; A7)
nelg nely

In view of the definition of ¢ this implies
J(t, Wo(t)QaTu; A) < Cdo(1/5)J (ts,u; A) where Go(1/s) = > 4(1/s,Ty)
nelg
In the same way we get
J(t, Wi (0Q5Tu; A) < Cqi(1/5)J (ts, u; A) where 1(1/s) = Y 4(1/5,Tn)
’nQIq:.
It is also easy to see that
J(t, W;(t)b; A) < Ct||bl|ev if t>1
because J(t, w,(t); A) < C/K(1/t,T,) < Ct.
To complete the proof we note that

K(t,a; Ag, Ay Nker(T)) <
< C(K(t, a; A) + J(t, Wo(t)QsTar (£); A) + J(t, Wi() Q5 Tar (t); A’))

But if a € ker (Ts) we have QoTa1(t) = —Tsag(t). Defining ux(t) as in corollary
1.1, we get for t <1

k=0 k=0
For ¢t > 1 we note that

J(t, W1 (£)Q5Ta1(t)) < Ctllas(t)]|la, < CK(t,a)

and similarly for J(t, Wy (t)QeTa1(t)). It follows that a € Kg(Ag, A1 Nker(T)).
The converse is easily proved in the same way as in the proof of theorem 2.2.
We leave the details to the reader.
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Corollary 2.2 Assume that A(t) is a quasi-linearization of the couple A and let
I'1,..., 'y be strongly independent, bounded linear functionals on A;. Put T =
(I'y,...,Tn). Then

Ar(t)a = A(t)a — > wa(t) - Tn(A(t)a)

defines a quasi-linearization of (Ag, Ay Nker(T')) provided that wy,---,wy 1S a sup-
porting sequence for the functionals I'y,---,Tx.

Corollary 2.3 Let 0, and 6, be the lower and upper break-points associated with
I',, and make the same assumptions as in the previous corollary. Then

Kg’p(A(), A1 N ker(T))
consists of all a € Ky ,(Ao, A1) for which
[p(a) =0 if O, <4

(/Ow (ta%y%)w <00 dif On <0<y

no additional condition f 6 < 60,_

Proof Use theorem 2.4, corollary 2.2 and induction over N. Note that
N-1
Ty (A(t)a -y wn(t)Fn(A(t))> = In(A(t)a)
n=1

2.5 Strongly independent functionals

We shall here discuss the notion of strongly independent functionals (see definition
2.2). First we give a sufficient condition for strong independence.

Lemma 2.2 Consider a Banach couple A and let ['y,---,Tn be bounded linear fun-

—

ctionals on A;. Assume that there exist ui(t),---,un(t) € A(X) and positive con-
stants C' and D such that for all small values of t > 0

Co(un() = 1, J(tun(t); X) < C/K(1/t,T,; X)
| det [Ty (um(2))]] = D
Then T'y,-- -,y are strongly independent. The same conclusion holds if
K(1/t,T); X')

lim Pn (Um (t)) S5 = Up,m
t=0 K(1/t,Ty; X")

where det[a, ,] # 0.
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Proof Suppose that the assumptions hold for 0 < ¢ < ;. For each m we put
W (t) = SO0, emp(t)ug(t), where 0 < t < to and ¢,y are the solutions of the
system

N
Fn(wm) = Z Cm,krn(uk) = 5n,m
k=1

The coefficients ¢, , can be calculated by means of Cramers rule and then estimated.
It turns out that

em k()] < CK(1/t, Dy A) /K (1/t, Do A1)
For details see Lofstrom [12]. This gives the desired estimate for w,,, namely
T(t, win(1); A) < C/K(1/t,Tn; A7) (1)

For t > t, we simply put wy,(t) = wn(to). Then [y (wp,(t)) = dym for all ¢ > 0.
Moreover if ¢t > t5 we have

T(t, wm(t); A) < C(t/t0)J (to, wm (to); A) < C/K(1/t, Tp; A7)

since K(1/t,I'y,) < (1/t)||Um||a;. Therefore the estimate above implies that (1)
holds for all ¢ > 0.

Definition 2.4 Let I' and v be two bounded linear functionals on A;. Then we say
that I' dominates vy if
K(1/t,v; A’
tim KL% A)

=0 K(1/t,T; A1)
If this is the case we write v < I

Lemma 2.3 Let I't,---, 'y be strongly independent functionals and assume that
Yo < Iy forn = 1,---,N.ﬁ Put T, = Fn_’—i- Yn- Then T'y,--- 'y are strongly
independent and K(1/t,Ty; A) = K(1/t,Ty; A) for small t.

Proof There is a supporting sequence ws, - -+, wy for the functionals I'y,- -, 'y.
Put u, = a,w, where a, =1/(1 4+ v,(w,)). Then I';(u,) =1 and a,, > 1 ast — 0,
because

It follows that J(t,u,) < C/K(1/t,I';,) and K(1/t,T',) < K(1/t, I,). But we also
have K(1/t,T,) < K(1/t,T,) + K(1/t,v,) < CK(1/t,T,). Thus K(1/t,T,) =
K(1/t,T,,). Moreover

K(1/t, Fm)]

ety (tm)] = a1 - - - @ et |8 m + Yoo (W) K(/4,T,)
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because
K(1/tTw) _ K (/%)

KO, =Yramr,) "

Yo (W)

The result now follows from lemma 2.2

Proposition 2.5 Let G be a strongly independent set and suppose that 'y, - -+, I'y
and I'y, -+, I'y are two strongly independent bases . Let 0, (T',) and 0_(T',) denote
the upper and lower break-points associated with I',,, and similarly for T',,. Then

{0+(T0), -+, 0. (D)} = {0:+(T0), -+, 0+ (D)}

{0_(F1), e "0—(FN)} = {0_(f1), e "0—(fN)}

Proof We shall prove the first equality. Suppose that
0.(Ty) >max {0 (I'y):n=1,...,N}

Choose 6 so that 0,(Cx) > 0 > 6,.(T,) for all n. Assume (for simplicity) that
I'n=In+>,.nAl'n and put

AN = A1 N ker(Fl) N---N ker(PN_l)

Note that by assumptions we have K (t,I'y; Ay, Ay) =2 K(t,T'n; Ao, A1). Thus the
upper break-points for I'y relative to the couple (A, Ay) is the same as the upper
break-point 6, (T'y) relative to the couple (Ao, A;) and similarly for T'y.

Now Ky ,(Ay, Ay Nker(Ty)) & Ky (Ao, Ay Nker(Ty)). Since 6 > 0, (Ty) we
know that this space is a closed subspace of Ky ,(Ag, Ay), and since § > 6.(I',),
all ', must be bounded in Ky ,—norm. This implies that f‘N is also bounded in
Ky ,—norm, contradicting the assumption 6 < 6, (T'y).

We conclude that 6, (I'y) < max 6., (I',). More generally max 6, (T',) < max#, (T,,).
Switching the roles between the two sets of functionals we conclude that

max 0, (T,) = max 6., (T,,)

Excluding one functional with largest possible upper break-point from each set and
repeating the argument will now give the first equality. O

Remark It is an open problem to construct a finite linearly independent set G of
bounded linear functionals having no strongly independent basis.
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Using the duality map

We conclude this section a general discussion on the construction of good approx-
imations and supporting sequences. Such constructions can sometimes be inspired
by using the duality map. (Cf Peetre [14].) If X is a Banach space, the duality map
Dxz is a set-valued function on X, taking as values subsets of the dual X*. The
defining property is

2
X*

ne€Dxz < n(z)=|z|% =l

The set Dxx is always non-empty and convex. If the norm on X is differentiable
then Dy is single-valued and n = Dxx is defined by

d1
n(y) = 5l +syllx|
This can be used in the following informal way to find a good K (X)—approximation.
Assume that

. 1/2
K (t,; X) = (lla = arll%, + llaa %, )
Then we must have (assuming differentiable norms)

d 1 2 2 2 |2
£§(||a—a1—sx||xo+t ||a1+8x||X1) =0

for all z € A(X). In terms of the duality maps Dy, and Dy, this means that
—Dx,(a —a1)(z) + t*Dx,a:(x) = 0 for all x € A(X), i.e.

(DXO + tQDXI)Lll = DXOCL (2)
It is resonable to try this as a definition of a good K (X)—approximation of a.
Note that Dy, ) = Dx, + t*Dx, (the left hand side of (2)) is the duality map

—

of Ay(X) = Xy NtXy, if this space is normed by Jy(t, ,)?) Observe also that
At(X) g At(X)* = Zl/t(Xl).

The duality map D'At &) is defined by saying that D’At

v(t) € A(X) such that

(X)F consists of all v =
'(v) = J3(t,v; X) = K3(1/¢,T; X')

If we put

u=u(t) = v(t)/K;(1/t,T; X')
we have D(u(t)) = 1 and Jo(¢, u(t); X) = 1/K5(1/t,I'; X'). This idea can sometimes
be used to construct functions u, in lemma 2.2.
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2.6 Example: The couple (L., L)

Given any measure space (£2, u) we consider L; and L, as subspaces of the space
of measurable functions. Thus (Li, L) and (Le, L1) are Banach couples. It is
well-known that a good K (L, Ly )—approximation of a is

in(t,z) = { a*(t)sign(a(x)) if |a(x)| > a*(t)

a(x) otherwise

where a* is the decreasing rearrangement of A. In fact we even have

t
K(t,a;Ll,Loo):/ a*(s)ds
0

As a consequence we have Ky ,(L1, L) = L, , (Lorenz space) if § = 1/p.
We shall however consider the couple (Luo, L1). Then

1/t
K(t,a; Lo, L1) = tK(1/t,a; L1, Loo) =t / a*(s)ds
0

and a good K (L, L)—approximation of a is a;(t) = a — @,(1/t) (see lemma 1.2),
le.
a(z) —a*(1/t)sign(a(z)) if |a(z)| > a*(1/1)
ai(t,z) = ,
0 otherwise

A bounded linear functional I" on L; is associated with a function g € L., by the
formula

I(a) = / gadu
Then ;
K(6T L, L) = K(t, g Ly, L) = q(t) = / g (s) ds
0

From theorem 2.1 we therefore get that a € K¢(Loo, L1 N ker(l')) if and only if
a € K@(Loo, Ll) and

< o0
@

Hfo (s)(a )— a (1/t))d8
5"

Explicite examples

Consider the case €2 = (0, 00) with the Lebesgue measure. We put

B 1+t fOo<axl
W@—wdﬂ_{bgvm)ﬁa=0
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and
1

Walt)

9(t) = ga(t) =

Then it is easy to see that g(ts)/g(t) is decreasing if s > 1 and increasing if s < 1,
and that the same statements are true for ¢(¢s)/q(t). Since the limit of the last
quotient is of the order s'~® when ¢ — oo and ¢ — 1 we conclude that

4(s) 2 s, and thus 0_(¢) =0,(¢) =1-«
Therefore we have
K p(Loo, L1 Nker(I)) = Ky p(Loo, L), if 6 <1-a

Ky (Lo, L1 Nker(I')) =2 Ky ,(Loo, L1) Nker(T'), if 8 >1 -«

As a second example we make the following construction (inspired by of Wallstén
[17]). Define the sequence (t,) by t,+1 = ¥~'(¢,) where %, is a large number, and
put

g(t) = sup{‘lj(]in) it >t}

Then g is decreasing and

T—1n
‘Il(tm—l)

if t, < T < tpyi. It follows that #_(q) = 0. To see that put 7, = t2/¥(¢,) and
Sp = tn/Tn- Then s, — 0 and

T
S Q(tn) + t_
n

q(1) < q(t,) +

o q(t)  _ q(ty) 1 _ !
Ton) = 200 (t/5,) = 4(r) = T4 7 0GI/8 2

Thus 6_(q) = 0 for all 0 < o < 1. On the other hand I" is bounded on (L, L1)g,1
if and only if g € (Leo, L1)py = (L1, Loo)1-6,00 5 -6 g € Lo Where (1 —0)p = 1.
This means that 0, (¢) =1 — . In conclusion we have

0_(q)=0, 0:(¢)=1-a
As a concequence the space (Lq,, LiNker(I'))y , is not a closed subspace of (L, L1)g,,

if 0 < 0 < 1—«a With the extreme choice &« = 0 we get an example where
(Loo, L1 Nker(I'))g,, is never closed.
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2.7 Example: Weighted L,—spaces

We consider a general measure space (€2, du) and a positive weight function w. Then
let L,(w) denote the space defined by the norm a — |lwal|z, where we shall assume
1 < p < 00. Then the duality maps on L, and L,(w) are

Dr,a = |a? sign(a)/||al7,”

Dy,ya = |a]sign(a)w?/||wall7,”

In the case p = 2 we get
(Dr, + t*Dr,y)) = (1 + *w)a

Therefore it is resonable to believe that

1

At)a = 757,70

defines a quasi-linearization of the couple (Ly, Lo(w)). This is in fact easy to
prove. Moreover the same family of operators is a quasi-linearization of the couple
(Lp, Ly(w)). This follows easily from the fact that

t2w? P tw  \P ., . »
(71 T t2w2) + (71 n t2w2) & min (1, tw)

Thus

1/p

K (105 Ly L)) = [ (i (1, 10) ) 1)

This relation implies that there is a simpler alternative quasi-linearization, namely

the family

~ a if tw<l1
A(t)a_{o if  tw<1 @)

As a consequence of formula (1) we have that
Kop(Lp, Lp(w)) = Ly(w?)
It is also easy to see that

s Ly L) = ([ (i) Q)

where w; = max (1, tw).
A bounded linear functional I' on L,(w) is defined by the formula

(o) = [ gadu
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where g is a function in L,(1/w), 1/¢ =1—1/p. By (3) and theorem 1.6, we have

that y
KO/t g ) = ([ (£) )"

Using the general construction discussed in the previous section, we put u(t) =
v(t)/K2(1/t,T), where v(t) € D’At()_(.)l“. Here we simply get
u(t) = lg|* 'sign(g)w; */llg/wellf,

We shall use a modification of this formula in our forthcoming discussion on strongly
independent functionals. First, however, we shall give a simple example where the
break-points _(I") and 6, (T") are different.

A case where 0 < f0_ <0, <1

Consider the couple A = (L,, L,(w)) on the positive real line and With Weight
w(z) = (1+z). Let the functional I' be given by the formula I'(a) = [ g(=

where ( ) ; 0
_ 14+az)* if €y
g(x)_{(l—i—x)al if v e

Here ) is the union of all intervals of the form [2",2"%1/2) and (2, is the union
of [27+1/2 27+1) where n = 1,2,---. We put g(x) = 0 outside the union of 2y and
;. The numbers 6; = a; + 1/q are choosen arbitrarily in the open interval (0, 1),
but we assume that 6y < 6;. Then

KA/ = /OOO (max (19,(;)1 + x)))q dr =
gnt1/2 gnt1

S (1+0)% o L+ o).
- ; (/2n (max 112(1 + :E))> do + /2n+1/2 (max ilft(l + x))> d:v) -
2% ((max 11+t2: ):Ozn)))q + (max( z1+t?: )j2n)))q) 2=

/0 ((ma)filftfl)o—t{o— x)) ) q + (ma)leftfl)i x)))q) du

K(1/t,T; &) 22 (100t 4 ptoena)

1

It follows that

and thus we conclude that

(T 22 s [ T+ ()N
CI(S; F) - ilill) < 7-00q + 7-01q = max (890’ 801)
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As a consequence the lower and upper break-points are 6, and 6, respectively. In
particular, if 6y < 6;, then Ky ,(L,, L,(w) N ker(I")) is not closed in L,(w’) when
00 <0 <0

By theorem 2.3 we see that Ky ,(L,, L,(w) Nker(T')) consists of all a € L,(w’)
such that

F(CL) =0 if 6> 01

1
/ (tao’e‘ / gadu‘)p@ < 00 if 6,<0<6;
0 tw<1 3
no additional condition if 6 < 6,

This follows from the fact that I'(A(%) ftw < gadu.

A general case of strong independence

Definition 2.5 Assume that 1 < p < oo and put 1/¢ = 1 — 1/p. We say that
91,---,9n € Ly(1/w) are asymptotically disjoint if there are setsy, ..., Qn (possibly
depending on t) such that

[ (&omec (s

I |9m| (Ignl)
§n Wy Wy

o s ™ 7 0 ast—0 (5)
(o () ) ™ (o () )
for all m # n.
Proposition 2.6 If g1,...,g9n are asymptotically disjoint then the corresponding
functionals T'y,...,T'n are strongly independent.
Proof Define uq,...,uy by the formula

" — |gn |9 sign(gn)w; */ an |gn|w; “du on €,
" 0 outside €,

Then I, (un) = [ gntn dp =1 and

C\@Dp \1/p
J(t, un; Ly, Lp(w)) = (/n(wt\un\)f’du>1/p _ <fﬂnf£9n(j:3tl)qdiﬂ>
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Thus (4) implies that
1) < C( [ (loau?)'an) ™ <o [ (toawi?)'an) ™ = 0x01/17.)

Moreover (5) implies that if m # n then

(fnn (Ign\w{l)qdu)l/q
(o, (Igmbwit) " de) o

This implies that det[[,,(u,)] — 1 as ¢ — 0. Now the the result follows from

Pm(un) —0 as t—0

lemma 2.2. O
From proposition 2.6 we see that I'y,...,['y are strongly independent if the
functions gy, . . ., gps have disjoints supports. This follows at once if we choose €, to

be the supports of g,, because (4) is obvious and the left hand side of (5) vanishes.
However it is enough to assume that

., (Igmlwt‘l)qdu
S (\gm\wt_l)qdu

because (5) follows from (6) and Holders inequality. Thus (6) implies that I'y, ..., T
are strongly independent.

For further examples of strongly independent functionals in weighted L,—spaces
see Lofstrom|12] .

— 0, m#n, Q, =support of g, (6)

37



2.8 Example: Sobolev spaces

Consider the space L, = L,(R) with Lebesgue-measure and let W, be the corre-
sponding Sobolev space of all a € L, such that D% € L, for all |a| < M. We shall
restrict ourselves to the case 1 < p < oo. Then we can use the following norm on

wy

lallwy = llallz, + 11D"all.,
A quasi-linearization A(¢) can be found by using the Fourier transform F and the
duality map on L,. We define A(t) = Gy % a where

1

(FG)(E) = NrO) = 1 rgmm

(1)

where 7 = t1/™_ Note that
Gy(s) =7"g(|s|/7),
where

|D*g(r)| < Ce ™" k=0,1,...,2M — 1

for some number x > 0.
We shall consider functionals of the form

Ma) = (D"a)(0) + Y [ (D@ (2

a<m

where p, are bounded measures on R and 0 < n < M — 1/p. The number m is
called the order of I and the functional @ — (D™a)(0) is called the principal part
of I.

Lemma 2.4 Assume that I' is given by (2). Then
K(l/t’ Fa (Lp),a (WpM)I) = t_am

where

_m+1/p

M
Moreover the difference between I' and its principal part is dominated by T.

Orn

Proof First we use Kolmogorofs inequality
ID%a(y)| < Cllallz,™ llallyx
where 6, = (o« + 1/p)/M. Thus

(@) <C ) |lally,* lall%y < Ct=0 J(t, a3 Ly, W)

a<m
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This proves that
K(1/t,T L, (W) < Cton

To prove the converse estimate, let I be the principal part of I and put I =T + .
It is enough to prove that K(1/t,I') > Ct %, because then it follows that v is
dominated by I'. (See lemma 2.3.)

Let us introduce the following functions:

p(t,5) = D(Gu(- = 5)) = (D" G1)(~s)
u(t) = (G * @(1)) /v*(1)

where the bar denotes complex conjugate and

A(t) = / o(t, 5)|ds

Then ['(u(t)) = 1. Parsevals formula gives v2(t) = 771=2™. Moreover ||@(t)|r, <
Cr—m=1=1/P_ Therefore

1Gex @)L, < Cle®)l|z, < Crmt+e
G * @(t)lwy < CT M| @(t)||, < Ot r ™ i+1/e

It follows that
J(t, u(t); Ly, W) < Or™ P [12(4) < Ctfm
This proves that K (1/t,T') > Ct~%~. The proof is complete. 0

We shall now consider several functionals.

Lemma 2.5 Assume that T'y,...,T'x have the form (2) with different orders my,,
n=1,...,N. Then the set {I'y,...,I'n} is strongly independent.

Proof Using lemma 2.3 and 2.4, we see that it is sufficient to consider the principal
parts of 'y, ..., T'y. Thus put ¢,(t,5) = (D™ Gy)(—3), un(t) = (G * @ (2)) /V2(2),
where v2(t) = [ |pn(t, s)|[?ds. Writing T, for the principal part of T',,, we have that
T, (un(t)) =1 and J(t, u,(t)) < C/K(1/t,T,). Moreover

fk(u ) - K(1/1, Iin) W JT™eek(t, S) T @ (t, 5)ds
n K(1/t,Ty) f ‘Tmmpn(t, 9 st

JEMEM A (E)dE  cnr
JlEmA@)PdE  cnn
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Thus it is enough to prove that det [c,;] # 0. To see this let z1,..., zy be arbitrary
complex numbers. Then

Q=Y ez = [ |3 € aP()dt
n,k n

Since the functions ™1, ..., ™V are linearly independent if the numbers mq, ..., my
are different, () must be positive definite. Therefore det [c,] # 0. This completes
the proof.

Theorem 2.5 Assume that I'y,... 'y have the form (2) with different orders my,
n=1,...,N. Put T = (T'y,...,T'x). Then the interpolation space

Kg,p(Ly, W) Nker (T)
consists of all a € Ky ,(L,, W) such that
[.(a) =0 for all n for which M8 > m, +1/p (3)

(/000 (% /_tt Tufa(- = 5))) pds>p/p@)l/p

Here 1 < p < 0.

<oo if M@=m,+1/p (4)

Proof From lemma 2.5 we get that ['y, ..., 'y are strongly independent. By lemma
2.4 we see that the lower and upper break points of I';, is 6,. Therefore corollary
2.3 implies that it is enough to show that (4) is equivalent to

(] )" <o )

t
if a € Ky, ,(Lyp, W). Here A(t)a = Gy x a. To prove this equivalence we note that
Lrn(A(t)a) = (Gi +y)(0)

where y(s) = Tn(a(- — ) € Ky, (Lp, W) and My = my, + 1/p — my, = 1/p.
Therefore it is enough to prove that the following two conditions are equivalent

(] 1csnors)” <o 0

t

([7G [ wora)”$)" <o )

provided that y € K, ,(Lp, W) = Kip,(Ly,W,). Let W) be the subspace of
W, = W, of all u such that u(0) = 0, and assume that (6) holds. Then corollary
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2.3 implies that y € Kl/p,p(Lp,WI?). Therefore we can write y = 3 + y1, where
Yo € Ly, € W). Let us put §1(s) = 0 if s < 0 and similarly for y and yo. Then

Jo € Ly and §; € W,. It follows that § € K1, ,(Ly, W), implying that

(/01 (%/R|Z7(S+t) —g(s)\pds)p/”%)”” < 00

Restricting the domain of integration to the interval —t < s < 0 we get (half of)

(7). (The other half is proved in the same way.)
Conversely assume that (7) holds. Then we note that

(Gixy)(0) = /_OO Gi(=s)y(s)ds = /oo 9(ls|)y(sT)ds

oo -

= [ Dot / " Y(0)do)ds

(o)

Therefore the left hand side of (6) is bounded by

[t [ L[ v ) <o [ (2 [ o)

Using (7) and the fact that

([ G [ erwae)™ )" <t

we get (6). The proof is complete.
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3 Interpolation of kernels

3.1 Discussion on general operators

We want to generalize theorem 2.4 by replacing the functionals I'y, ..., 'y by more
general operators Ti,...,Ty. A simple way of getting a generalization is to go
through the proof of theorem 2.4 and list all properties needed to make the proof
work. This is essentially what we shall do in this section. The reader is asked to
check the details.

Definition 3.1 Let Ti,...,Tx be bounded linear operators from A; into a Banach
space B. We say that Ty, ..., Tn are strongly independent if there exist bounded
linear and strongly continuous operators Vi(t), ..., Vy(t) from A; into A(A), such
that for all m and n

N

To()  Va(t)(a1) = Trn(a1) , a1 € A (1)

n=1

0 < ot/ ). T &) e ,
It Va(t)u; 4) < C {0/t T ) J(ts,u; A) , u € A(A) 2)

IN

for0<t<1,0< s <00, and

-

J(t, Vi (t)u; A) < Ctl|ay|| 4, 5, a1 € Ay (3)
fort>1.
The following theorem is a direct generalization of theorem 2.4.

Theorem 3.1 LetTi,..., Ty be strongly independent, bounded linear operators from
Ay into a Banach space B and put T = (Ty,...,Ty). For a given parameter
D let Is be the set of all n such that T, is bounded in Kq>(f_1')—norm and put
To = (The,...Tng), where The = T, if n € Iy and Te = 0 otherwise. Then

-

T can be extended to a bounded linear operator on Ke(A), so that

-,

K@(Ao, A1 N ker(T)) = Kq;(A) N ker(Tq,)

provided that
3 4@ T ws(27F) < 0o if nels

ES
Il
)

S @t T we(2) <00 if ngls

ES
Il
)
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- -,

Proof Let a;(t) be a good K(A)— approximation of a € Kg(A)Nker(Ts)). Choose
operators V,,(t) according to definiton 3.1 and define a;(¢) by means of the formula

a1 (t) = ar(t) = Y Va(t) (@i (1)) (4)

Now repeat the proof of theorem 2.4.

Corollary 3.1 Assume that A(t) is a quasi-linearization of the couple A. Make the
same assumptions as in the previous theorem and let V,,(t) given by definition 3.1.

Then
N

Ar(t)a= A(t)a =) Va(t)(A(t)a))

n=1

defines a quasi-linearization of (Ag, Ay N ker(7T)).

Corollary 3.2 Let 6,_ and 0, be the lower and upper break-points associated with
T,. Make the same assumptions as in the previous corollary. Then

Kg,p(A(), A1 N ker(T))
consists of all a € Ky ,(Ao, A1) for which
Toa=0 if 60>0,,

no additional condition f 6 < 6,_

For any 6 we have that a € Ky ,(Ay, Ay Nker(T)) if and only if a € Ky ,(Ao, A1) and
* T, (A(t diy\1/
(/ (t—9|| (A( )a)ﬂBy_) o
0 Q(l/ta TnaA) ¢
An example

We give a simple example with N = 1. Consider two measure spaces (€2, 1) and
(Q9, u2) and the product measure space (21 X Qo, 1 X po). Let v > 1 be a given
weight function on ©; and put w(z,y) = v(z). Let Ay be the space L, = L, (1 X 112)
and let A; be the space L,(w) = L,(w; pt1 X p2) where 1 < p < co. Assume that g
is a given function in L,(1/v; py) where 1/¢ =1 —1/p. Put

o0 = ([ (i ) ()™

and assume (for simplicity) that ¢(¢) = ¢t~%. Finally let h,, be a given sequence of
funstions in L,(us) such that

fom = ( / () dpi2) 9 > 0
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and h,, - by, = 0if n # m. Define T : A; — £, = B by the formula

s // a(z,y) d(p1 X p2)

Then we clearly have q(t,T) = q(t) = t~%. We can now define the family V (¢) by

hon|9 'sign(qhm)
V(t)azz(|g [ sign(g //ghmadulxm)

q(t)km)? max (1, tv)?

(Ta)m

m

Clearly T'(V (t)a) = T'(a) and an easy computation shows that (2) and (3) hold. We
conclude that a € Ky ,(L,, L,(w) Nker (T')) if and only if a € Ky ,(L,, L,(w)) and
(in case 6 > 6))

// z,y) d(py X p2) =0 for all m

3.2 Operators defined by linear functionals

In this section we shall consider subspaces defined by a kind of “vector-valued” linear
functionals.

We shall work within the following general setting. Let A = (Ao, A1) be a given
couple, B a Banach space and X a linear subspace of a second Banach space X.
Let X ® B denote the algebraic tensor product of X and B. We make the following
assumptions

—,

X ® B is a subspace of A(A) (1)
X ® B is dense in A (2)
lzllx <C sup |lz@0bll4; z€ X, j=0,1 (3)
[I6l| =1
18(w) @ blla; < Cllulla;llbllsl1Blls » ve X®B, j=0,1 (4)

Note that if u =) 2, ® by and 3 € B*, we define 3(u) = > xxS(bx).

Given these properties we let X; be the closure of X in the norm

lzllx; = oup [l @ bl|a, (5)

b‘BZI
By (3) we have X; < X so that X = (X, X;) is a Banach couple and
|z ®blla; < |lzllx; 0|z ifz € X,b€ B (6)

Thus we can extend the mapping z — = ® b to X, by continuity. Writing z ® b for
the value of this extension, (6) holds for all z € X;.
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In the situation described above we shall write A = X@xB or (if the space X
is understood) simply
A=Xé&B
Note also that (4) and (5) imply
18W)llx; < CllullalIBllp- if we X®B (7)

We shall now define the type of operators 7" we shall work with. To begin with
we have a bounded linear functional I' on X;. Moreover we have a bounded linear
operator L on B. Define L(u) for u € X ® B in the obvious way, i.e. L(D zx®by) =
> xp @ L(by). Then

1B(L(w))|Lx; = [I(L*8)(u)llx; < ClIB]l 5+ [ull4; (8)
In this situation we define the operator T': X ® B — B by the formula
T() z;®b) =Y T(x;)- Lby)

We shall see that T is bounded in A;—norm. This follows from (7). In fact, if
u € X ® B, we have

B*

ITlls = swp [5TG)I= s [P(HL)I <
< C sw I3 < Cllulla

Since X ® B is assumed to be dense in A;, we can extend T to a bounded linear
operator 17 from A; into B. This operator will be denoted by

T'=1I'®L 9)
Lemma 3.1 Let Ty be defined by (9). Then

— — —

q(7,T; A) = sup{||T(u)||s : J(1/7,u; A) <1} < CK(r,T; X')
If L has a bounded inverse, then
q(r,T; A) = K(r,T; X')
Proof Observe that

IT(w)lls = e ID(B(L(w)| < CK(r,T;X) T (1/7, u; A)

which gives the first part of the lemma. For the second part choose b € B and z so
that ||b]|g = 1, J(1/7,2; X) < land |[['(z)] > 2 'K(7,T). Then J(1/7, 2®b; A) <1
and

IT(z @b)lls = L) ILO)]s = CK(7,I'; X')

This gives the result.
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Lemma 3.2 Assume that A = X@B and let I'y,..., 'y be strongly independent,
bounded linear functionals on X1. Moreover let Ly, ..., Ly be bounded linear opera-
tors on B with bounded inverses. Put'l, =1, ® L,,. Then Ty, ..., Ty are strongly
independent. The linear operators in definition 3.1 are given by

Va(t)(a1) = wa(t) @ (T @ idp)(a1)

where wy(t), ..., wx(t) is a supporting sequence for I'y,...,['n.
Proof First note that

Lyn((Try ®idp) (2 ® b)) = Ty (2) L (b) = Thn(x @ b)
Thus L,,,((T'y, ® idg)a;) = Tyn(aq) for all a; € A;. It follows that

Tin(Va(t)ar) = Do (wn(8)) Ly (T, ® idg)ar) = OnmTm(ar)

This gives formula (1) in definition 3.1. To prove (2), we note that

(T @ idi) ()5 < CK(1/(ts), T; X') T (ts, u; A)
Thus

K (1/(ts), Tn; X')

= J(ts, u; A)
K(1/t,T; X')

J(t, Vo(t)u; A) < J(t, we(8): X)||(Te ® idg) (u)|| 5 < C

By lemma 3.1 we get formula (2) in definition 3.1. Since (I',, ® idp) is bounded on
A; and K(1/t,T,) > C1/t we also get (3). This proves the result. O

Next we consider operators which are pertubations of the operators used in
lemma 3.2.

Lemma 3.3 Assume that A = X&B and that I'y,..., [y are strongly independent,
bounded linear functionals on Xy. Let Ly,...,Lyx be bounded on B with bounded
wverses. Put

Kn
T=Tn®Ln+ Y Tni® Ly
k=1

where 'y, are bounded linear functionals on X, dominated by Iy, and Ly, i are boun-
ded on B. Then T}, ..., Ty are strongly independent. Moreover

q(t, Tp; A) =2 K(t,T,; X')

Proof In the proof we consider only small values of t. For large values of ¢t we can
define V,(¢) to be independent of t. See the proof of lemma 2.2. Let wy,...,wy be
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a supporting sequence for I';,..., T'y. We then introduce the following families of
operators on B:

Qm,n (t) - Fm(wn (t))Lm + Z Fm,k (wn (t))Lm,k

k<Knm
~ _ K(1/t,Ty)
Qm,n(t) - QO,n(t)
Then B .
Qm,n(t) = 5m,an + Z Fm,k(wn(t))Lm,k
k<Km
where
_ K(1/t,T)

fm - m

P K@/T,) ™
From the assumptions we conclude that Lk (wn(t)) = 0 as t — 0. Therefore we
can find operators P,(t), from A, into B such that for sufficiently small ¢t we have

s 4 - 1
=Tn(t) = =1 =1,...,N
D Quabu® = Tul®) = gy T » m=10ns
n=1
and .
. U
[ Pa(t)ar]|s < CK(l/t, ) |Thai | 5

Writing P,(t) = K(1/t,T,,)P,(t) we have

3" Qun()Plt) = T

and
|Pa(t)asr]| s < C||Thasl|s

Now put
Va(t) = wy(t) @ P,(t)

Since Qumn(t)b = Tpn(wy,(t) @ b) we have

Tm(z Va(t)(a1)) = ZQm,n(t)Pn(t)al = Tn(a1)
Moreover
J(t, Va(t)ar) < ez o [Tworlls CMJ@S,U)

K(1/t,Tn) = K(1/t,Ty) q(1/t,Ty)
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Finally we note that lemma 3.1 implies

(1/t, Tk

| Tulls < CK(1/t,T,) (1+Z RAAT

) J(t,u) < CK(1/4,T,)J (¢, u)
Thus ¢(1/t,T,) < CK(1/t,T,). To prove the converse inequality, we immitate the
proof of lemma 3.1. Thus choose b and z so that ||b||p = 1, J(1/t,2; X) < 1 and
ITn(z)| > 271K (¢,T,). Then

Knp
IT(z @ b)lls > [Ta(@)1Zablls = Y [Talll Laiblls >
k=1

Kn

> K/t (1-Y %) > CK(1/4,T,)

This proves the lemma.

Application

The general theory above can be used to extend the examples of chapter 2 to vector-
valued L,— and Sobolev spaces. We indicate this extension in the case of interpo-
lation of Sobolev spaces only.

Consider the Lebesgue space L,(B) of B—valued L,—functions on the real line.
Let W,"(B) be the corresponding Sobolev space of all a € L,(B) such that D™a €
L,(B) for all m < M. Since we shall restrict ouerselves to the case 1 < p < 0o, we
can use the following norm on W*:

lallw sy = llallz,z) + 11D all, )

Put Xo = L, = L,(C) and X = X; = W = W(C) and define £ ®b = x-b. Then
the couple (Ao, A1) = (L,(B), W, (B)) can be written as X&B. In this situation
we can use the same quasi-linearization A(¢) as in section 2.8. We shall consider
operators of the form

To(a) = (D™a)(0) + Y (D*Ly4a)(0) (10)
k<mn
where L, ; are bounded linear operators on B. In the formalism used above we have
Ty =Tm, ®@idg+ > Tp® Ly
k<mn

where T, (z) = (D*z)(0). (More general operators could be used in the pertubation
term. See section 2.8.) We leave to the reader to formulate the generalization of
theorem 2.5 in this situation. See also theorem 4.2 and 4.3 below.

48



4 Interpolation of domains and ranges

4.1 Domains of operators in Hilbert spaces

Let H be a Hilbert space with inner product (a,b). We shall consider an unbounded
linear operator S, which is closed and densely defined. We let H; = dom(S) be the
domain of S, equipped with the (semi-)norm

lallm = [Salln

We shall now find a quasi-linearization of the couple (H, H;) using duality maps as
described in section 2.5. It is easy to see that (Dyb)(xz) = Re(b, z) and (Dy,b)(z) =
Re(Sb, Sz). Therefore one could guess that the equation

Re((b, z) + t*(Sb, Sz)) = Re(a,z), z € H,
defines a good approximation b of a. Assuming that b € dom(S*S) we get
(I+#5*S)h=a
Therefore we introduce the family of operators
As(t) = (I +125*9)7! (1)

For each ¢ > 0 this is a bounded linear operator on H which maps H into H;. We
have the following result which (essentially) is given in Lofstrom [8].

Theorem 4.1 The family As(t) is a quasi-linearization of the couple (H, Hy) where
H; = dom(S). More precisely

) ) 5\ /2 1/2
Ko(t,a; H, Hy) = (||a — As(t)a|)y +1 ||SA5(t)a||H)) - (a ~ As(t)a, a)
Proof The second equality is a direct consequence of the definition of Ag(t). The-
refore it is enough to show that
(a — As(t)a,a) < Ky(t,a; H, Hy)? (2)
Assume that a = ag + a;. Since I — Ag(t) = t2S*SAs(t) we have
(CL — As( ) ) = ( — As( )0,0, a()) + tQ(As( )Sal, Sal) + 2Re(a0 — Ag(t)ao, al)
Now put Q(t) = /I — As(t), R = \/As(t). Then Q(t) = tv/ S*SR(t) and
2Re(ap — As(t)a),a1) = 2Re(Q(t)ag, Q(t)ar) = 2tRe(R(t)ay, V.S*SQ(t)ay)
< 2t R(t)aollIVS*SQ(t)ar]l < [R(t)aoll* + ¢*[|V S*SQ(t)as [|*
= (Ag(t)ao, CL()) + t2((I — Ag(t))Sal, S(Zl)

It follows that
(a — As(t)a,a) < (ag, ap) + t*(Sai, Sa,)
This implies (2).
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Corollary 4.1 Let S be a closed, densely defined operator and define As(t) by means
of (1). Then the interpolation space Kgo(H,dom(S)) is a Hilbert space with the inner

product
_ —20(
(a,b)y —/0 t (a As(t)a, b) ;

Corollary 4.2 Consider two closed and densely defined operators T and S and
assume that T C S (i.e. dom(T) C dom(S) and Ta = Sa for all a € dom(T)).
Then a € Kg(H,dom(T)) if and only if a € Ke(H,dom(S)) and

@((AT(-)a — As()a, a)1/2) <

Proof This is an immediate consequence of theoremm 4.1 since

Ks(t, a; H,dom(S))? — Ks(t,a; H,dom(T))* = (Ar(-)a — As(+)a, a)

4.2 Sobolev spaces on R,

Let L,; denote the Lebesgue space on R, = (0, 00) with norm
o » 1/p
lully= ([~ (o) Pdo)
Let ij‘i be the corresponding Sobolev space defined by the norm

d
ot = ||ullp + [|DMull, , where D =i - o and 1<p<oo

[[ul

To prepare for later applications, we shall work with B—valued functions, where B
is an arbitrary Banach space. Thus we shall consider the couple (Ay, A1), where
Ag = Ly (B) and A; = W)Y/ (B). Clearly the setting of section 3.2 can be used here,
with the tensor product defined by (z®b)(s) = z(s)-band with Xo = Ly, X; = W)Y.
The space A; described above can be considered as the domain in Ay of the
operator S = DM. To describe the Ky—functional for the couple (Loy (B), W (B)),
we can therefore use theorem 4.1. Thus we have to find the operators Ag(t), which
amounts to solving the equation (I + t2S*S)y = a. Now it is easy to compute
the adjoint S*. It turns out that S* C DM, with domain given by the conditions
yM=7=1(0) = 0,7 =0,1,..., M — 1. Thus we shall consider the problem

y+t’D*My=a , ye W,y 1)
yCM==(0)=0 ,r=0,1,...,M —1

Let Gy = Gu(t, s,0) be the Green function for (1). Then we put Ay (t) = As(?)
ie.

(An(t)a)(s) = /0 " Gty 5, 0)a(0)do 2)
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We shall now use the family A/(t) not only in the case p = 2 but also for general
p € (1,00).

Lemma 4.1 Put Ay = L, (B),A; = W,{(B), where 1 < p < co, and define Ay (t)
by the formulas (1) and (2). Then Ap(t) is a quasi-linearization of the couple
(Ag, Ay).

Proof Let G(t,s,0) be the Green function for the problem y + t2D*y = z where
y € W2M(R). Then

g

. _
2MT

(2k+1—M)mi/2M

G(t,s,0) = (—ipg)e Hwls=olim = e

0

=
Il

where 7 = t/M
Clearly Gj; has the form

. M1
)
_ o~ (pjstugo)/T
Gu(t,s,0) =G(t,s,0) + e ;Ogme 115+,
Jr=

where the coefficients g;; should be choosen so that G, satisfies the boundary
conditions of the problem (1). Since the real parts of yu; are all positive if & < M
we have that

IDEDIG (L, s,0)| < Cr7F I temrs=ol/m 1§ < 2M

for some positive constant p. Note also that 7G,(t, s,0) is a function of s/7 and
o /1. Therefore

IAv®)all, < Cllall, , tIDY Ay (tall, < Cllall,

Using the differential equation for GGj;, its symmetry and the boundary condi-
tions we also get

a(s) — (Apt(£)a) (s) = 72M /0 " DMGa(t, 5, 0) DM a(o)do

This implies that
I = A (®))all, < CH|IDYall,

Similarly
IDY Ay (t)all, < ClIDYal,

This proves that Ays(t) is a quasi-linearization of (Ag, A1). The proof is complete.
|

We shall now consider functionals I on ij‘j{ of the simple form

[(a) = (D™a)(0) (3)
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Lemma 4.2 Let T be defined by (3). Then

m+1/p
N

K(1/t,T;(L,.), W) = t=%  where 0, =
Proof First we use Kolmogorofs inequality to show that
K(L/t, T (Lys), (W) < Ctom

This is done as in the proof of lemma 2.4

To prove the converse inequality we note that

Fw(00) = [ a@)it.o)do,
where o
B(t,0) = /0 D™Ga(t, s,0)ds = 77 ah (0 /7).

Here v = 1), solves the differential equation 1) + D?4) = 0, with boundary condi-
tions

YCM==1)(0) = 1 if r=m (4)

Note that ¢ € L, for all g. Now put

u(t) = v(t) " Aum(t)g(t)

{w(QM_T_l)(O) = 0if r=0,1,....,.M—1,7r#m

where

2: 00 , 2d — —2m—1 00 2d — —2m—1
0 / 6(t,0)Pdo = 7 / (o) Pdo = cr
Then T'(u(t)) = 1 and

lu@®)ll, < Cv(t) é(®)]l, < Cr™ P = Cton

IDMu(t)ll, < Cv(t)~H I DMé(H)|l, < Ot
This implies that J(,u(t)) < Ct~ proving the lemma.

Corollary 4.3 Assume that y(a) = (D*a)(0) and put T'(a) = (D™a)(0). Then T
dominates vy if k < m.

Lemma 4.3 Assume that mq, ..., my are different integers smaller than M. Then
[y(a) = (D™ a)(0)

defines a set of strongly independent functionals for the couple (L, Wpﬂf).

92



Proof As in the proof of lemma 4.2 we introduce the functions
b, (t,0) = / D™ Gyt s,0)do =77 by, (0/T)
0

tn(t) = () *Ass (), (1
O A

Then we have T, (u,) = 1. To prove that | det[[,(ug(t))]| > B for some positive
constant B, we first note that

L (un(t)) = vp(t) 72 Om, (t,0)Pm, (t,0)do

Therefore

do

) [ (o)
%Fn(uk(t))yn(t)zkzn—/o ‘; e

The right hand side is non-vanishing for all z, with > |2, = 1, if and only if

Yy s - - - » Ymy are linearly independent. This is the case if all the orders my,... , my
are different, since D™, vanishes at the origin except when n = k. The result
now follows. O

We now return to the couple (Ag, A1) = (Ly+(B), WX (B)). Define

(Tha)(-) = (D7"a)(0) + ) (DsLnya) (0, ) (5)

k<mn

where L, ; are bounded linear operators on B. Using the results of section 3.2 and
corollary 3.2 we shall now prove

Theorem 4.2 Let T,, be defined by (5) for k =1,...,N and assume that the non-
negative integers my, ..., my are all different and less than M. Then

Ko ,(Lyi(B), Wi (B) Nker (T1) N - -~ Nker (Ty))
consists of all a € Ky (L (B), W, (B)) for which
T.a=0 if M0 >m,+1/p (6)

(/01 (%/OtHTna(.+a)||%da)p/p%)l/p <oo if MO=mn+1/p  (7)
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Corollary 4.4 Let T be the restriction of the operator DM defined on the subspace
of Wp]‘j{(B) defined by the conditions Tia = ... =Tya = 0. For a given § € (0,1) let
Ty be the restriction to the subspace defined by T,a = 0 for all n with 6, < 6. Then

Ky p(Lp+(B),dom(T)) = dom(Tp).

Proof of theorem 4.2. We need only to prove that if a € Ky ,(Ly+(B), W (B))
then the following conditions are equivalent

([ i) " <o 0

([ [ 1mat + o))" < o )

This can be proved in essentially the same way as in the proof of theorem 2.5. In
fact

T (An(t)a) = (An(t)y)(0) (10)
where
y(s) = (Da)(s) + Y (DfLnga)(s)
To see this we note that (D™A,(?) = [7a(0)dn(t, 0)do, where ¢y, (t,0) =

(D™Gr)(t,0,0) = 7 ™ by (o /7), Wlth wm deﬁned by (4). Partial integraton gives

(D™ A (H)a)(0) = /0 " hy(0) D™ a(o)do

where h, (o) = —r2M-m=1 p2M=my), (5 /7) = G(t,0,0). This implies (10). Now we
have only to prove that if y € K1 /p) ,(Lp+(B), WX (B)) = K1)y 5(Lp1(B), WH(B))
then the following conditions are equivalent

([ 0] mlowoyT) " <o (11)
([ G [ osae)™5)" < oo (12)

This follows however in the same way as in the proof of theorem 2.5. We leave the
details to the reader. See also Lofstrom [9] and [12] .
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4.3 Smooth boundary value problems

Consider a bounded domain €2 in R¢ with C™ —boundary and let Bi,..., By be
boundary operators of Neumann type, i.e.

k<mn

Here D, denotes the interior normal derivative on the boundary 6€2. We shall assume
that the orders m,, are all different, that ¢, , are CM —functions on the boundary.
Let W,%(2) be the Sobolev space of all a € W,¥(Q), such that B,a = 0 on the
boundary for n =1,..., N. We are interested in finding the interpolation space

Ky ,p(Ly(Q), W,i5(2)

Theorem 4.3 Assume that Q has CM—boundary and let By, ..., By be boundary
operators of Neumann type on ) with orders m; < mg < ---mpy < M. Then the

interpolation space
Ky,p(Ly(2), Wyis(S2)

consists of all a € Ky ,(Ly(Q2), W' (Q)) for which the following conditions hold

B,a=0 on 6Q if MO >m,+1/p

€ / 1/
(/ (1/ |Bna(s)\pds>pp@> " < if M@ =m,+1/p
o ‘U Jaw 3

Here 1 < p < oo and Q(t) is the set of points in Q with distance at most t to the
boundary of Q). The number € is some sufficiently small number.

Proof Since we have smooth boundary we can use local mappings and reduce the
problem to the corresponding problem on R, x R¢. Therefore we write

Ay = Ly(Ry xRY), Ay =WM (R, xR?)

By = L,(R?), By =W,"(R?)

Then
Ao = Ly (Bo), A1 =W, (By)

Note that if 1 < p < oo we have
A1 = Ly (Br) N W4 (Bo)
This relation will now be extended to the following one:

Ko ,,(Ag, A1) = Kpp(Lp+ (Bo), Ly (B1)) N K o(Lp4 (Bo), Wy (Bo)) (1)
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Let WpA—lF,B be the subspace of Wp]‘j{ consisting of all a satisfying the boundary con-
ditions Bia = ... = Bya = 0 and put

Al,B = Wp]\-{,B
Then we also have
Ky,p(Ag, A1) = Ky oLyt (Bo), Ly (B1)) N Ky p(Lps (Bo), Wt 5(Bo))  (2)

Using the results of the previous section we clearly get then the theorem from (1)
and (2).

To prove (1) we first note that the couple (By, B;) is quasi linearizable by means
of the family b — G;*b, where G, is defined in the beginning of section 2.8. Therefore
the couple (L, (By), Lyt (Bi)) is quasi-linearizable by means of the family Aq(2),

where
(Ao(t)a)(s, ) = (Gi*a(s))(")

In section 4.2 we constructed a quasi-linearization Ay (t) of the couple (L (Bo), W, (Bo))-
We now claim that A(t) = Ap(t)Ao(t) defines a quasi-linearization of the couple
(Ag, A1). To prove this we note that I — A = —(I — Ap)(L — Ag) + (I — Apr). Thus

la = At)alLa, < C(lla = Ass(Ballay + lla = Ao(B)alls,)
But since A = Ay — Ay (I — Ag) we also have

HIA®G e ) < C (UM Ol ) + lla = Ao(t)all,
and similarly
tA@)allryss) < CtllAo(B)all,, (1)
It follows that
la = A(t)alla, + t[A®)alla; <
< (1o = Aar(®)lao + HAarOallwg sy + lla = a8 lLag + oDl o)
This implies
Ke,p(AOa Al) — KO,p(Lp-i-(BO)a Lp-l— (Bl)) n KG,p(Lp-i—(BO)a Wp]\—li—(BO))
This gives (1), since the converse inclusion is obvious. The proof of (2) is quite the

same. In fact, using the theory of section 3.1 and section 3.2 we can construct a
quasi-linearization of the couple (Lp(Bo), W, 5(Bo)).

Remark The proof given above is similar to the one given in Lofstrom [9], but the
present proof is considerably simpler. Cf Lofstrom [11]. For another approach to the
interpolation of boundary value problems see Grisvard [4] and [5]. For non-smooth
boundary value problems in the plane see Zolesio [18].
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4.4 A theorem on ranges

Assume that 7 : A — B. We shall consider the following relation
Ko (T(Ao), T(A1)) = T(Ke(Ag; Ar)) (1)

First we note that the inclusion T'(Kg(Ag, A1)) C Ke(T(Ag), T(A1)) follows direc-
tely from the interpolation property. Therefore we have only to concentrate on the
converse inclusion. Of course some conditions must be satisfied. One of them is

First we assume that 7T is injective.

Lemma 4.4 Suppose that T is injective on A; , that T'(A;) is closed in B;, (j =0,1)
and that (2) holds. Then (1) follows.

Proof Put 7; = T|A; for j = 0,1. By the open mapping theorem we can find a
positive constant ¢ such that

llajlla; < cllbjlls; if by = Tj(a;) € T;(A;)

Thus assume that b = by(t) + b1(t) € Ko(T'(Ao), T(A1)) where b,(t) = Tj(a;(t)) €
Tj(A;). Then put a = ag + a; where a; = a;(1). Clearly b = Ty(ag) + Ti(a1) =
To(ao(t)) + Ti(a1(t)). Therefore Ty(ag — ao(t)) = Ti(a1(t) — a1) is an element of
T(Ag) NT(A;). Thus (1) implies that Ty(ag — ao(t)) = Ti(a:(t) — a1) = T(a) for
some a € Ag N A;. By the injectivity we conclude that ag — ao(t) = a1(t) — a1 = a.
Hence ag(t) + a1(t) = ap + a1 = a. It follows that

K(t,a; Ao, A1) < cK(t,b;T(Ap), T(A1)), if b=T(a)
which gives the inclusion. O

We now intend to reduce the general situation to the case considered in the lemma.
To that end we shall write

N;=kerT;, j=0,1, and N =kerT
Lemma 4.5 A necessary and sufficient condition for (2) is that N = Ny + Nj.

Proof The inclusion Ny+ N; C N is obvious. Conversely assume that n € N. Then
n = ag+ a1, where a; € A;. Since T'(n) = 0 we have T'(ag) = T(—a1). By (2) we get
that T'(ap) = T(—a1) = T(a), where a € AgNA;. Thus T(ag—a) = T(—a; —a) = 0,
so that ag — @ € Ny and a; + @ € N;. This implies that n = ag + a; = (ap — a) +
(a1 + @) € Ny + N,
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Conversely assume that N = Ny + N, and let b be an element in T'(Ay) NT(A,).
Then b = T(ag) = T(a1),a; € Aj. Therefore ag — a;, being an element of N, can be

written as ag—a; = —ng+ni,n; € N;. It follows that ag+ny = a1+n1 = a € AgNA;.
Since b = T'(a) we conclude that b € T'(Ay N A;). This proves the lemma. O
Now put

Y=A +A4, E=3%/N
where ¥ is equipped with the quotient norm. Similarly we put
Aj = Aj/N;
again with quotient norm. Then A, is contionuously embedded in 3, and if (2) holds
i = 140 + 14_1

The proof of this fact uses the previous lemma. We leave the simple details to the
reader. Next we define a linear mapping 7" : Ay + A; — By + B; by writing

T(ao + &1) = To(a,()) + T1 ((Ll) (3)

Lemma 4.6 Assume that (2) holds. Then T is well defined and continuous and
T; = T|A; is contionuous with the same norm as T;. Moreover T} is injective,
(4;) = T;(4;) and

3

T(Ap N Ap) = To(Ap) N T (

N

1) (4)

As a consequence we have
Ko (T(Ao), T (A1) = Ka(T(Ao), T(A1)) = T(Ka (Ao, A1)

Proof If @y + a, + a; = @} we have (ay + a}) — (ap + a1) € N. Thus lemma 4.5
implies that (af + a}) — (ap + a1) = ng + ny, where n; € N;. Thus Ty(aj — ag) =
T(ag—ao—no) = T(a1 —ay+n1) = Ty (a1 —a}) ie. To(ag) +T1(a)) = To(ao) +T1(ar).
This proves that T is well defined.

To prove (4) , let b € Ty(Ap) NT1(A;). Then b = T(ap) = T(a;) fore some
ag € Ag and a; € A;. Thus (1) implies that b € T(Ay N A;), i.e. b = T(a) where
a € AgNA;. But then b =T(a) € T(AgN A;). This proves (4). The remaining part
of the lemma is left to the reader.

We shall now give the main result of this section. First recall that a subcouple
N is a complemented couple of A, if there exists a projection P : ¥(A) — X(N),
such that P: A; =+ N;,7 =0, 1.
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Iheorem 4.4 Let T be a bounded linear operator from the couple A into the couple
B. Assume that the couple T(A;) is a closed subspace of B;, and that the couple
(ker (T'|Ayp), ker (T'|A1) is a complemented couple in (Agy, A1). Then

K<I,(T(A0),T(A1)) = T(K<I>(A0,A1)) (5)

Proof Using the notations introduced above we have Ny+ N; = N. Thus (2) holds.
Therefore we are done if we can prove

T(Kg(Ao, A1) C T(Ka(Ao, A1) (6)

Assume that b € T'(a), where a = ao(t) + a1(t) € Ks(A4o, A1). Now P; = P|A; is a
projection into V;. Put Q; =1 — P; and Q =1 — P. Then

1Q5a;(W)l4; < clla;(B)]]4,
since Q;n; = 0 for each n; € N;. Thus we have
K(t, Qa; Ag, Ay) < c([|ao(t)]| 4, + tllar (#)]14,)
It follows that K (t,Qa) < cK(t,a). Thus Qa € Kg(Ag, A1). But
T(Qa) =T(Qa+ Pa)=T(a) =T(a) =b

Therefore b € T'(Kg (Ao, A1))-

A counterexample

We shall now give an example of an injective operator 7', such that the conclusion
of theorem 4.4 (or lemma 4.4) fails. Clearly the relation (2) will not be satisfied
in this example. (The example as well as the whole of this section is inspired by
a construction by Berkson, Doust, Gillespie, personal communication by I. Doust.
See [2].)

Consider the Hilbert space H, of all sequences a = (a,)*,, such that

° 1/2
lall = (D" lan)?) < o
—0oQ0
Here r is an arbitrary real number. Let S be the backwards shift operator

(Sa), = an_1

Lemma 4.7 The operator \I — S is injective on H,. Its range is the entire space
H, if and only if |\| # 2".
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Proof Assume that (Al —S)a = 0,a € H,. If A = 0 we clearly have a = 0. If A # 0
we have a,, = A""qq for all n. Since

fall, = w(Z\A ™) <o

we must have gy = 0. Hence a = 0 , proving that A\l — S is injective.

Assume now that |[A| > 2". Suppose that b € H, and that b, = 0 for n < —N.
Put a, = 0if n < —N, a_y = A™'b_y and define a,, for n > —N recursively by the
formula a, = A7'b, + A"'a, 1. Then (A — S)a = b and

n+N

1 1
an:XZanfk: n>-N
k=0
Thus
lall: < 1l
r = |A‘ '8

If b is an arbitrary element of H,, we let b" be the sequence defined by bY =0 if
n < —Nand bY =b, ifn > —N. Then b — bin H,. Therefore the corresponding
sequence a¥ converges in H, to an element a. Since \I — S is continuous on H, we
conclude that (A — S)a = b. It follows that Al — S is surjective if || > 27.

In the case |A| < 2", we can use the same idea, but instead of cutting away small
indices, we cut away large ones. Thus if b, = 0,n > M we define a, =0if n > M,
ay -1 = —by and a, 1 = Aa, — b, if n < M. Then (A — S)a = b and

M-—n—1
anp = — Z /\kbn+k+1 ,n< M
k=0
This implies
1
b
lall, < 57— \/\IH I

From this we see that A\I — S is surjective if |A| < 2".

It remains to show that AI — S is not injective in the case |A| = 2". Suppose
the contrary. Let (c,) be any sequence in Hy and put b, = A "c¢,,n > 1 and
b, = 0,n < 0. Then the relation (A — S)a = b gives

1 n
)\”an:ao—i—Xch, n>1land \"a, =ay, n <0
k=1
For each sequence (c¢,) € Hy we would have b € H,. Therefore we a € H,, implying
that ay = 0 and that
o

Z 2nr|an| Z

n=0

n
ch\2 < 00
k=1

S|
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for every (c,) € Hy. This is clearly impossible. Thus Al — S is not surjective. The
proof of the lemma is complete. O

We shall now construct our counter-example. We chose ry < r; < ry and put
T =21 —S. Then we claim that

Ko(T(Hyy), T(H,,)) # T(Ke(Hyy, Hy,))
if® =@y, and r; = (1—0)r¢+0rs. Thisis easy to see since T'(H,,) = H,,, T(H,,)

H,, and K¢(H,,, H,,) = H,, but T(H,,) # H,,. Note also that T'(H,,) N T(H,,) ?
T(H, NH,,).
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